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Abstract

Nowadays, smartphones have become one of the keyways people search for any
kind of help for their problems. One of the problems of the new generation these days is to
find a service provider for a specific issue they have. Also, service providers struggle to find

new customers to continue and grow their business.

So, a data-driven mobile platform that would allow service providers to connect
with customers is much needed in our country. Data generated from this application will be
used to analyze the market needs in North Macedonia and decide how to proceed with the

development according to the recommendations.

This master thesis uses methods for quantitative data gathering to analyze the
needs of the market in North Macedonia (in the form of surveys and interviews) and build a
mobile application that will help people find service providers more easily and in a
gualitative way. On the other hand, to help service providers to find new customers, grow

their business, organize their job requests, etc.

Also, data generated from this application will be modeled for developing predictive
methods. First, we will analyze the needs of the market in North Macedonia. And then, the
data gathered will be designated to support classification techniques that will be used to
improve the system using recommendation techniques. And the usefulness of these

techniques will be evaluated through methodologies for algorithm evaluation.

Keywords: data-driven, data, application, mobile, algorithm.
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Abstrakt

Né ditét e sotme, telefonat mobil jané béré njé nga ményrat kryesore né té cilat
njerézit kérkojné ¢do lloj ndihme pér problemet e tyre. Njé nga problemet e gjeneratés sé
re kéto dité éshté gjetja e njé ofruesi té shérbimit pér njé ¢éshtje specifike gé ata kané.
Gjithashtu, ofruesit e shérbimeve luftojné pér té gjetur klienté té rinj pér té vazhduar dhe

rritur biznesin e tyre.

Pra, njé platformé mobil e drejtuar nga té dhénat gé do té lejojé ofruesit e
shérbimeve té lidhen me klientét éshté shumé e nevojshme né vendin toné. Té dhénat e
krijuara nga kjo aplikacion do té pérdoren pér té analizuar nevojat e tregut né Magedoniné

e Veriut dhe té vendoset si té vazhdohet me zhvillimin, sipas rekomandimeve.

Kjo tezé e magjistraturés pérdoré metoda pér grumbullimin e té dhénave sasiore
pér té analizuar nevojat e tregut né Magedoniné e Veriut (né formén e anketave dhe
intervistave) dhe té ndértojé njé aplikacion mobil qé do t'i ndihmojé njerézit té gjejné
ofruesit e shérbimeve mé lehté dhe né ményré cilésore. Né anén tjetér, pér té ndihmuar
ofruesit e shérbimeve té gjejné klienté té rinjé, té risin biznesin e tyre, té organizojné punén

e tyre, etj.

Gjithashtu, té dhénat e gjeneruara nga ky aplikacion do t& modelohen pér zhvillimin
e metodave parashikuese. Ne do té analizojmé nevojat e tregut né Magedoniné e Veriut.
Dhe pastaj té dhénat e mbledhura do té pércaktohen pér té mbéshtetur teknikat e
klasifikimit gé do té pérdoren pér té pérmirésuar sistemin duke pérdorur teknika té
rekomandimit. Dhe dobia e kétyre teknikave do té vlerésohet pérmes metodologjive pér

vlerésimin e algoritmit.

Fjalét kyce: data-driven, data, application, mobile, algorithm.
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AncTpaKT

[eHewHnTe feHoBU, MOOUNHUTE TenedOHU CTaHaa eAeH o, IaBHUTE HAYMHM Ha
Kow NiyfeTo HapaaT ceKakos BMZ Ha NOMoLl 3a cBouTe npobnemu. EgeH oa npobnemute Ha
HOBaTa reHepaumja AeHOBMBE € W3Haofakbe Ha fJaBaTesl Ha YCAyrM MAM Majctop 3a
cneumounyeH npobaem WTO ro MMaaT. UCTo Taka, AaBaTeniMTe Ha ycayrm ce bopaT Aa HajaaT

HOBU K/IMEHTU 3a Aa NPOAO/1KAT U PACTAT HUBHUOT 6u3HMC.

3HauM, mobunHa nnatdopma pexxknpaHo o4 NoAaTouM WTO Ke MM OBO3MOXKWM Ha
[laBaTe/InTe Ha yCyrn ga ce NoBp3aT CO KAMEHTUTE e MHOry noTpebHa Bo HalaTta 3emja.
MopatouuTe reHepupaHu o4 OBaa anauKauumja Ke ce KOpMUCTaT 3a aHaausuparbe Ha
notpebute Ha nasapot Bo CeBepHa MakeaoHW]ja M 0A/ly4yBakbe KaKo [a Ce NPOAO/IKM CO

pa3BojoT, cnopes npenopakure.

OBaa MarucTepcka Tesa KOpUCTM KBAaHTUTATUBHU METOAM 3a Npubuparbe nogatoum
3a Aa rv aHanmsumpa notpebute Ha nasapoT Bo CeBepHa MakeaoHuja (Bo popma Ha aHKeTH
M UHTEpPBjya) 1 Aa U3rpaam mobuaHa anaMKaumja Koja ke UM NomorHe Ha NyreTo ga Hajaat
NpoBajAepu Ha yCAyrM nofecHo U KeanuTtatueHo. O4 ApyraTta cTpaHa, 43 MM MOMOrHe Ha
npoBajaepuTe Ha yCAyrv Aa HajaaT HOBU KAWEHTH, Aa ro 3rosieMyBaaT cBojoT BM3HUC, Aa ja

opraHuM3uMpaaT cBojaTa paboTa, U TH.

MUcTo Taka, nogaTouMTe reHepupaHu of oBaa an/smMkaumja ke buaat moaennpaHm 3a
pasBoj Ha npeasuManvMeuM metoau. Hue Ke rM aHanusmMpame noTpebute Ha Mas3apoT BO
CeBepHa MakegoHuja. M notoa cobpaHuTe nogatoun Ke 6mMaaTt yTBpAEHU Aa r'M noanpKaT
TEeXHUKUTE Ha KnacuduKauMja WTO Ke ce KopuctaT 3a noaobpysarbe Ha CUCTEMOT
KOPUCTEjRN TM TEXHUKUTE 3a NMpenopaka. M KOPUCHOCTa Ha OBME TEXHUKU Ke Ce MPOLEHU

NPeKy MeToa0/10r'Mn 3a NpoueHKa Ha a/ZiIroPUTMn.

KnyuHu 360posu: data-driven, data, application, mobile, algorithm.
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1. Introduction

Last two decades, the IT industry grew exponentially, especially web and mobile

computing, which has played a significant role in developing today's digital age.

Nowadays, smartphones are prevalent and have become a part of our lives. Also we
live in the period of big data where the data produced every day is way more than we can
think. However, suppose this enormous amount of information can be organized and used
effectively. In that case, it can be beneficial for analyzing and predicting the future by using

techniques from Machine Learning, Data Mining, Statistics, Artificial Intelligence, etc.

So, a data-driven mobile platform that would allow service providers to connect
with customers is much needed in our country. Data generated from this application will be
used to analyze the market needs in North Macedonia and decide how to proceed with the
development according to the recommendations. Also, the data generated from this app

will be modeled for developing predictive methods.

Methods for quantitative data gathering will be used to analyze the needs of the
market in North Macedonia. Also, we will build a mobile app with React Native that will
help to find service providers much more straightforward and in a quality way. Also, on the
other side will allow service providers to grow their business by making possible to have

access to more new customers and organize their job.
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2. Background Research and State of the Art

2.1. Background Research

The evolution of the internet and technology has played a considerable role in
developing the present digital age. The utilization of the internet has moved beyond
desktop computers to smartphones. Consistent with ITU (International Telecommunication
Union), cellular network coverage has reached 96.8% of the planet's population, and this

number even matches 100% of the people within the developed countries, according to [1].

According to [2], the author says that with the development of technology and
science, the smartphone industry is overgrowing. As a result, the trend of smartphones has

made exponential growth in the mobile apps market.

These days smartphones are used by anyone and have become one of the main
ways how everyone searches for any help for their problems. One of the problems of the
new generation these days is to find a service provider for a specific issue they have. Also,

service providers struggle to find new customers to continue and grow their business.

According to [3], mobile apps and smartphones represent an ample opportunity for
serious growth for so many businesses. Tools that enable a far better UX (user experience),
notifying in real-time with notifications on their pocked, consistent and fast communication
with customers, and organizing their jobs are already making many businesses a lot of

money also helps to grow faster.

As it is said in [4], data-driven applications have become a role player for the growth
of the worldwide software market. Smart computing in the future will become a multi-
billion dollars market, analysts claim; they also say that “we live in the period of data-driven

marketing and sales.”

So, a data-driven mobile platform that would allow service providers to connect
with customers is much needed in our country. Data generated from this application will be
used to analyze the market needs in North Macedonia and decide how to proceed with the
development according to the recommendations.

IMER ADEMI 13



This master thesis uses methods for quantitative data gathering to analyze the
needs of the market in our country and build a mobile platform to end time losing while
searching over the internet and make appointments blindfolded; instead, with our app, the
appointment will be made in qualitative way. On the other hand, service providers do not
have to have a physical location in the center of the city to be easily found, instead, they
will have a virtual store in the app which will help them grow their business by easily

reaching to the new customers.

2.2. State of the Art

The web has now formed the backbone of recent communication. Nowadays, the
utilization of the web has moved towards smartphones. As a result, according to [5],
cellular network coverage has reached almost all the world’s population, especially the

population of the developed countries.

This trend also continues in North Macedonia too. Almost everyone has access to

the internet and uses smartphones, especially the young generation.

In recent years, the large migration of youngsters and service providers from our
country has caused the lack of workers in the country, besides except the younger

generation, everyone has difficulties in finding service providers in an easy and quality way.

So, in North Macedonia, a mobile platform that will act as a hub for both service
providers and customers is much needed. It will save time, help pick the best quality service

for customers, and support service providers to grow their business.

To perfect this application, we will model our system to support classification,

recommendation, and clustering.
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3. Motivation, Problem Statement, and Proposed Solution

3.1. Motivation

The tremendous growth of the technology has reflected to an extensive widespread
of smartphones, smartphone apps, and smartphone users around the world. Smartphone
users across the globe reach 3.5 billion, and it's growing every year by a considerable
margin. The number of apps in the two biggest app markets goes to 5 million, according to

[6].

As technology grew, also, the internet has improved itself. The new evolution of the
internet began in November 2018 with the “Starlink” project of “SpaceX” under the
leadership of Elon Musk. “SpaceX” with “Starlink” plans to build an interconnected network
with thousands of satellites designed to deliver high speed, low latency, and affordable

internet to anyone everywhere in the world, says [7].

Figure 1. A simulation of SpaceX's Starlink satellite internet service coverage.
Source: Retrieved from [8]

Also, according to the author, 11,943 satellites have been approved to launch in late
2018, with a possible later extension to 42,000. So far, 1,023 satellites have been deployed

IMER ADEMI 15



in orbit. Satellites are launching with the Falcon 9 rockets 60 satellites each time, and last
year in summer, they've said that they are building around one hundred and twenty
satellites a month, and to match this massive production, the launch rate will move up as

well.

Also, apps like “Reklama5” and “Pazar3” have played a significant role in my
motivation for this thesis. These apps are popular in North Macedonia and are used to buy

and sell things from cars to houses and more.

That actually is a brilliant idea because everyone can offer something to sell even if
they don’t have a physical place/selling point. For example, car dealers can be a company
with many cars. Still, it is located 100km away from a potential buyer or even a person who
wants to sell their car, but the potential buyer could be in another city. And the buyer or
Customer would like and want that car from that dealer or seller far away, but he or she
won’t want to risk and go around the country to try their luck if they can find their dream
car somewhere. In this case, these apps are a hub where the sellers and buyers meet each
other easily. Sellers find unique customers, and buyers explore more from their

smartphones.

3.2. Problem Statement

The new generation these days in North Macedonia encounter difficulties finding a
service provider for a specific issue they have. The mass relocation of service providers
abroad has made it even harder to find a service provider in our country. So, the idea is to
help people, especially the new generations, with their everyday problems by offering

smart and quality solutions right in their pocket.

On the other hand, to help service providers find new customers easily by opening a
virtual location in the app where they will have immediate access by everyone even if they
don't have a physical location in the city center. The app will help them grow their business,

organize their job requests, show their work quality, etc.

And according to this analysis, it is seen that a mobile platform that would allow

service providers to connect with customers is a necessity in North Macedonia.
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3.3. Proposed Solution

From this starting point, the idea behind this project was to create a hub where
both service providers and customers will meet. Customers will save time and pick quality
service providers, while service providers will be able to grow their business by having
access to more customers, even the new ones. It will be a platform where they will

compete with their quality.

Scenario 1:

Berat is from Struga. He is working in Tetovo as a professor. One day Berat spotted a
water leak from the water pipe in the kitchen, so as there is an issue with the pipes, he
decides to call a Plumber to fix it. Berat is new in Tetovo, and he has no Plumber friend or
neighbor. In this case, Berat grabs his smartphone and enters our app, where he searches
for a good plumber by selecting the category and the rating of the plumbers. He finds one
that suits his needs and makes an appointment for 30 minutes later because the plumber

was available at that moment. The issue gets solved immediately.

Scenario 2:

Agim is a carpenter, and his work is brilliant, but unfortunately, Agim couldn’t afford
to open a workshop in the city to be near potential customers. His workshop is outside the
city, but his work is so good, and he needs to show and convince potential customers about
his work and talent. In this case, Agim opens a virtual location in the app where he shares
his work uploading photos, and for his fantastic work, his customers rate him with five stars,
so he ranks upon filtering. With this move, Agim is much nearer to his customers even if his
workshop is outside the city and his fantastic work and perfect rating make it to find more
new customers and grow his business. He also can organize his job requests and contact

with customers quickly and easily.
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3.4. Hypotheses

For this research, we will present some hypotheses which during and elaboration of
the thesis will be proven in their completion or non-completion. Hypotheses of this master

thesis are as follows:

H1. A mobile platform that would allow service providers to connect with customers

is much needed in North Macedonia.

H2. Data generated from such application can be modeled for developing predictive

methods.

H3. Applications can be developed where business process flow will be governed by

data.

3.5. Research Methodology

To research and study this problem comprehensively, we will use the following

research methods:

e We will use methods for quantitative data gathering to analyze the needs of the
market in North Macedonia. Such methods will be in the form of surveys and
interviews. Using such research, we can verify the necessity of such applications

in the market in North Macedonia and further improve our proposed solution.

e (Quantitative methods will also be used for developing predictive methods.
Finally, the data gathered from our application will be designated to support
classification techniques that can be further used to improve the system using
recommendation techniques. The novelty in this approach is that the

application will be designed so each process flow is governed by data.

e The usefulness of these techniques will be evaluated through well-established

methodologies for algorithm evaluation: cross-validation, ROC, and similar.
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4. Smartphones and Smartphone Applications

4.1.

The birth and popularity of Smartphones and Smartphone Apps

The author in [6] claims that the smartphone industry had moved forward very

quickly since 2007 when Apple introduced their first customer-friendly iPhone with a touch

screen interface that revolutionized the smartphone industry.

Roughly 45% of the world’s

population was projected to own a
smartphone by the end of 2020 [6] says,
also by the end of 2023, global smartphone
shipments are projected to reach around
1.48 billion units. Thus, as shown in Figure
1, in 2020, the number of smartphone

users is approximately 3.5 billion, and it is

growing by 300 million users every year.

On the other side, as shown in Figure
2, in 2019, 204 billion mobile applications
were downloaded worldwide. Actually, the
number of apps available in the two biggest
app markets, in Google Play Store and Apple
App Store is around 5 million apps. So, as
well as application downloads, the trend of
creating new applications is growing every

day.
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Figure 2. Number of smartphone users between years:
2016 to 2021 (in billions)
Source: Retrieved from [55]

Figure 3. Mobile app downloads worldwide between
years: 2016 to 2019 (in billions)
Source: Retrieved from [56]
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4.2. Smartphone Applications

A smartphone app is a software and a kind of app developed to work on a smart
device like mobiles and tablets. Even if apps are usually small with limited functionality,

they provide very high-quality service and experience. [9]

So, as it is mentioned above, there are two major platforms, Android and Apple.
Applications for these platforms can be developed in two ways. The first way is Native App
Development which means different developments for different platforms, and the second

way is Hybrid App Development which means single development for different platforms.

4.3. Native Applications

According to [10], native app development relies on tools and programming
languages designed specifically for one platform. For example, languages that dominate
developing Native iOS Apps are Objective-C and Swift. On the other hand, for Native
Android Apps are Java, Kotlin, or C/C++. So, if it's needed to create an application for
different platforms or operating systems with native application development, it would
happen by building different apps for different platforms. Eventually, it would double the

effort of developing the app in question.

4.4. Hybrid Applications

As it is said in [10], Hybrid App Development or Cross-Platform apps development
costs are relatively low since it doesn't need too many programmers to work in two
separate teams for different platforms. In addition, development is faster, and the code is
sharable between platforms, so it aims that a single app to run identically on several
platforms. Languages that dominate developing Cross-Platform apps are React Native,

Xamarin, lonic, etc.
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4.5. React Native as a Hybrid App Development Platform

As [11] says, React Native is an open-source framework from Facebook that allows
developers to create cross-platform apps using JavaScript. React Native works differently

when comparing to other cross-platform frameworks that use JavaScript.

According to [12], the logic is written in JavaScript, and it compiles the JS code to
native components, thereby using APIs and modules of that specific platform. And
developers as well can create new components by using native components as View, Text,

etc.

Thus, react Native plays the role of a bridge between the developed app and the
target platform. React Native's bridge system kicks in when a native code runs alongside

the JS code and uses the React library, and transfers components to the device's view.

JSON
(ASYNCH)

BRIDGE NATIVE

1AVASCRIPT

NATIVE
MODULES

SHADOW
TREE

Figure 4. React Native Actual Architecture
Source: Adapted from [12]

According to [12], the future of React Native is bright. The React team is currently
working hard to improve each platform’s sections individually. The author says that

Facebook announced the new architecture that looks like Figure 5.
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Figure 5. React Native New Architecture
Source: Adapted from [12]
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React Native is worthy because it offers faster development, costs less, provides
cross-platform development, and the efficiency of developing native apps increases many-
fold. It is among the leading frameworks for cross-platform development, and it focuses on

Ul. In addition, it has access to native APl out of the box.

It also provides a single code base for both Android and iOS. The developed app
performs like a native app on any platform. It has compatibility with so many third-party

plugins and so on.

So, the above-mentioned reasons played a big role in why we decided our mobile

app to be built with React Native.
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5. Literature Review - Mobile App Development and Best
Predictive Analytics Models and Algorithms

5.1. C2C Mobile Application Development

According to [13], the author claims that because of the popularity of smartphones
nowadays and context-aware technologies, different contextual data related to various
user activities with smartphones are out there around us. This also allows the study of
mobile data for the aim of building data-driven mobile apps in a distributed environment

for the advantage of end-users.

We live in the period of data science. On the other side, computing is increasing the

lead by using smartphones which also support data-driven mobile apps, according to [14].

As it is said in [15] for the companies adopting a data-driven approach to their
development, the web industry has become very capable of gathering insights on how end-
users behave when visiting their websites, which has led to increased user satisfaction,
revenue, also has lowered development costs. However, the author also says that the
mobile apps development business is still in its fancy. Many apps are developed, released,
and then partly updated with content based on gut feelings, and he claims that there is

much to be learned from the web industry.

Mobile devices have changed how we understand the software and how we
conceive it, says the author in [16]. However, the author also says that there is a range of
development alternatives. Also, in his paper in [16] [17], the author speaks about the
development environment explicitly designed for data-oriented mobile apps called
Applause [18]. It uses a specific domain language based on the “Xtext” framework and
generates source code in Java, CH, Python, or Objective C. Also, the author in [19] claims
that we can have great advantages by using the Hybrid way of creating applications
because of code reuse for various platforms as well as access to device hardware and

distribution through application stores.
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According to [20] development of mobile apps in recent times have an exponential
growth. Nowadays, everyone in the world has a smartphone in their pocket. The authors
also claim that smartphones help us in many ways through the application development

procedure.

One of the application developments models that have advantages in many ways is
the Cross-Platform Application Development model. Authors say that this model of app
development is the development of mobile-based applications so that the development of

these types of apps can be made platform-independent.

According to [21], mobile apps are having a huge impact on many sectors of society.
Mobile apps can be classified into three categories such as native, mobile web, and hybrid
apps, and there are available a lot of tools and SDKs to develop these apps, authors say.
They also say that apart from native tools and SDKs, there are many open-source tools that
allow the development of cross-platform apps so that the code can work, including small
changes or even with no change at all, in more than one operating system such as Android

and iOS.

They also in [21] claim that languages such as Objective C for iOS and Java for
Android that are used in native mobile app development must be used to develop both the
Ul and logic parts of the app. On the other hand, cross-platform app development uses
HTML5, JS, and other open-source libraries such as jQuery or jQtouch. So, front-end

developers also can apply their experiences to create smartphone apps.

Next, the authors in [21] continue to explain about the three development
platforms mentioned above. About native applications, they say that these apps are
developed using tools, languages, and SDKs natively that belong to a particular OS. They
give an example with iOS and Android. I0S apps are developed using iOS SDK, X-Code, and
Objective C and Android apps, which are developed using Android SDKs, IDE such as Eclipse
and Java. About mobile web apps, they say that the app uses an instance of a mobile web
browser to run the app. For example, apps that use this method are: m.yahoo.com,
m.facebook.com, etc. These applications, they say, are build using cross-platform SDKs and

open-source libraries. The Ul is developed using JavaScript and HTML, also JS is used for the
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logic. Finally, the app is hosted on a web server and can be accessed by using an instance of
a web browser. About the hybrid applications, the authors claim that they are basically the
combination of the native mobile apps and mobile-web apps. Also, they say that these apps
are built using open-source libraries. For this reason, they also have access to the phone’s
camera, GPS, file system, and more. The User Interface of the Hybrid Apps is developed
using HTML or JavaScript, also JavaScript is used to create the logic. These tools usually are
used to convert a mobile web application to a native application, authors claim in their

paper. The authors have made a table where they show the overall comparison between

three mobile application types in Figure 6.

Type of Application/
Features

Native mobile Apps

Mobile-Web Apps

Hybrid Apps

Programming Language

Java(Android), Objective C(i0S),
J2ME(BB)

HTMLS and JavaScript

HTMLS and JavaScript

Executable Binary (.apk.. ip.. jar) HTML + JavaScript Binary
Distribution Appstore, Market Hosted on a web server, | Either appstore or
hyperlink hyperlink

Execution of Apps

Directly by Operating System

By Web browser

By operating system, web
portions  executed by
browser

API Usage/Access

Full Access to operating system
API's

No Access to OS API’s

Limited access to OS
APT’s

Device Access Full Access Limited Access Full Access
Speed of Apps Very fast Medium Very fast
Development Cost Expensive Reasonable Reasonable
Approval Process Mandatory None Low overhead

SDK’s, Tools

Android, i0S, BB, Symbian,
Windows SDK’s

jQuery, jQtouch, Sencha

Titanium, PhoneGap, Rho
Mobile

Figure 6. Comparison Between Three Mobile Application Types
Source: Retrieved from [21]

According to [22], the authors claim that mobile applications nowadays are targeted
at specific mobile platforms. But that comes with heavy restrictions, some of which are
diverse technologies, APls, development environments, and as they claim, this leads to a
significant loss of creation time also increases maintenance costs as well. In their paper,
authors also discuss the most crucial cross-platform app types such as web, hybrid,

interpreted, and generated.

Web apps are apps based on browsers and are based on technologies such as HTML
and JavaScript, they say. The authors in [22] also speak about the disadvantages of web

applications which are: the pretty limited access to the device’s hardware and limited
|
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access to devices data as well. So, it means that there is an extra time required to render
the page, and therefore the additional cost to get the webpage downloaded from the

internet. But on the other hand, web applications do not require installation and upgrades.

Hybrid apps are the combination of advantages of the web and native apps, authors
claim. They are primarily built by using HTML and JavaScript. Similar to web applications,
the source code of the hybrid apps is still executed by the browser but can be packed with
the application as well says the author in [22], unlike the web apps where the code is
downloaded from the web. Hybrid apps have access to the device’s hardware and data, and

the reason for this is because they are installed directly on the device.

In interpreted apps, the authors claim that the native code automatically is
generated to implement the Ul with the native components, while the logic is implemented
independently using programming languages like Java, Ruby, XML, etc. [22]. The efficiency
of the native user interface is the main advantage of this application type, but on the other

hand, the complete dependence on the development environment is the downside.

For generated applications, authors in [22] claim that these applications are
compiled as a native application, and for each platform, a specific version is created.
Applause [18] is the widespread development environment for creating these types of
apps, they say. Because of the generated native code, Generated Apps achieve high overall

performance as well.

The authors also have created a table where they show the result of the

comparative analysis in Figure 7.

Web Hybrid Interpreted| Generated

Marketplace No Yes, but noi — —
deployment guaranteed
Wldespre?d Yes Yes Yes No
technologies | |

Hardwareand | . oo Limited Limited | Full access
data access

User interface . . . .

and look & feel Simulated Simulated Native Native

User-perceived |, Medium | Medium High
performance

Figure 7. Comparative analysis of cross-platform development approaches
Source: Adapted from [22]
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5.2. Data Modeling Approaches for Predictive Analysis

According to [23], we live in an era where the data has become the new oil, and it’s
vital to possess the proper technique, tools, and models to process 2.5 quintillion bytes of
data produced regularly. Predictive data analysis is a technology that can predict the future
trends using historical data and by analyzing them and using that information to draw up

predictions about the general direction of the industry.

According to [24], predictive analysis models are created to gauge historical data,

observe trends, discover patterns, and use that information to make predictions.

The author also says that predictive analytics models aren’t single-shaped. There
are different models developed for design-specific functions, some of which are: Clustering
model, Forecast models, Outliers models, Classification models, Time series model. The
author also speaks about how predictive analytics models work. He says that they also have
advantages and disadvantages and are best used for specific users. The most important
advantage of using predictive analytics models is that they’re reusable also adjustable.
Analytical models execute one and sometimes more algorithms in a dataset where the
prediction will be made. In fact, it is a process that repeats because it covers the training of
the model. Also, the author claims that the predictive analytics models work in a repetitive
process. The order of the processes goes like this: the process starts with the pre-
processing, then for understanding business objectives, it continues with data mining, and
then with data preparation. After that is done, data is modeled, evaluated, and deployed.

And in the end, after the process is completed, the whole process is repeated.

In analysis, data algorithms are playing an enormous role since they’re utilized in
data mining and analysis to assist in determining data models and patterns [24]. There are
many algorithm types in analytical models combined to perform specific functions. Some
algorithms listed by the author in [24] are: “regression algorithms,” “association
algorithms,”  “clustering algorithms,” “time-series algorithms,” “outlier-detection

i

algorithms,” “neural-network algorithms,” and “decision trees.” So, each algorithm is used
for a specific purpose. For example: for detecting anomalies within the dataset, outlier
detection algorithms are used.
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According to [25], predictive modeling is perhaps the most used subfield of data
mining, utilizing machine learning, optimization techniques, pattern recognition, statistics,

and DB techniques.

The author also talks about what data mining is. He in [25] says that it is the
procedure by which we extract precise and unidentified info from big sizes of data. This
material must be in a shape that can be understood and used for refining decision-making
processes in the business and industry. Algorithms for data mining or data analysis can be
divided into three categories author says in [25], and they are: “frequent pattern

n u

extraction,” “predictive modeling,” and “clustering.”

As claimed in [26], “Predictive Analytics” is a term mainly utilized in statistical and
analytics techniques, and it is utilized to predict future events. So, to make predictions
about the future events, it analyzes the present and historical data using techniques from

Data Mining, ML, Al, and Statistics.

The author says that there are several steps that predictive analytics involves
through which data analysts can predict the future events based on historical and present

data, and below is given a representation of this predictive analytics process in Figure 8.

* Analyst will know from client what
prediction the client wants

* Analyst gathers the data required
in analysis process

*Gathered data is converted into
structured form for analysis

*Techniques from statistics and
machine learning are aaplied for
analytics

*A model to
make the
predictions
is developed

I * Analyst
make the
predictions
and
monitors
2/ the model

Figure 8. Predictive Analytics Process
Source: Retrieved from [26]
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According to [27], everyday petabytes of data are generated, mostly from social
media and business organizations. And always there was a question of how to manage
effectively and efficiently this gigantic amount of data. The author also claims that each day
the amount of data generated from Google is 25 petabytes, 7 petabytes are produced from

Twitter, and over 500 terabytes of data are generated at Facebook.

So, this big data, if it's not structured and organized it means nothing, but if it’s
organized into a recognizable structure, it could be very useful for analyzing and predicting
the future events. But unfortunately, as the authors claim in [28] [29], if we talk about the
future, the IT industry didn’t have the capacity to handle such enormous amounts of data.
Still, with the exponential growth of the IT industry nowadays, there are many ways and
tools to handle the data available in effective and efficient ways. The author also says that
Apache Hadoop is one of the best and successful tools that can be used for handling and

managing big unorganized data.

Nowadays, systems based on predictive modeling are becoming very popular
because of the big data collections that decision-makers cannot handle manually.
Predictive models are usually used to find valuable information or to predict future events.
There are many predictive techniques, from simple techniques like linear regression to
more complex predictive techniques such as artificial neural networks. If the case is to get
better performing predictions, then complex predictive techniques are needed to be used,
but as they are more complex, they cannot be used to explain predictions or discovered
patterns. Choosing the proper predictive technique is very hard because no technique is
better than others over a large set of problems. Every technique has their strength and
weaknesses. Even the parameter values are problem dependent which makes it harder to
find the best settings. The only way or solution for this problematic choice is to combine
several models by creating different techniques and settings for different kinds of
problems. So, this confusion will be eliminated by gathering everything in a powerful and
robust ensemble, and the diversity there will help with estimating the uncertainty

associated with every prediction, says [30].
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5.3. Best Predictive Analytics Models and Algorithms
5.3.1. Top Predictive Analytics Models
5.3.1.1.  Classification Model

The classification model is the Am | hungry?

simplest predictive analytics method; it
; . Yes No
categorizes data based on what it learns from

historical data. These models are best for Have | $207 Go to sleep

answering yes or no questions, so it provides

No
an exhaustive analysis that is helpful for ‘I'ES/ \
directing decisive action, says the author in

o Go to a restaurant Eat at home
[31]. An example of a Classification model
. .. . i Figure 9. Decision Tree Algorithm with Yes/No Questions
with Decision trees algorithm can be found in  soyce: adapted from [32]

Figure 9.

According to [32], the “Classification Analytics Model” is the process of identifying,
understanding, and grouping ideas and objects into pre-established categories or
“subpopulations.” Pre-classified training datasets are used by machine learning programs

using numerous algorithms to classify prospective datasets [32].

Machine learning classification algorithms use training inputs to predict the
probability into which specific preset category the following data will fall [32]. One of the

most common classification is email filtering as “spam” or “not spam,” as it is said in [32].

Long story short, “classification” is a form of “pattern recognition” that applies a
classification algorithm to training data to find patterns that will be the same in a future

dataset, says the author in [32].

Also, the author in [33] claims that the detection of spam emails by email service
providers can be classified as a classification problem. In this case, there are two classes, so
as the classes are spam and not spam, we can call it a binary classification. Classifiers use

training data to understand how a certain input variable relates to a class. So, the emails
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recognized as spam and not spam should be used as a training data. Once the classifier has

been correctly trained, it can be used to spot unidentified emails [33].

A simple example of the Classification model can be found down in Figure 10.

‘ Vegetables | Groceries
v 4 g
. L] ]
0] vew g -
= S — O /,,. | 01
> =
Independent Classification :
|
Input Variables Model Categorica

Cutput Variable

Figure 10. Classification of vegetables and groceries
Source: Retrieved from [34]

According to [33], there are 2 types of classification learners. Lazy Learners and

Eager Learners.

e Lazy Learners: in this case, they store the training data and then wait for the
testing data to appear. And when it happens, the classification is managed
based on the most relevant data from the stored training data. As a result,
“Lazy Learners” when comparing to “Eager Learners”, they have less time, but

they have more time on making predictions, says the author in [33].

e Eager Learners: builds a classification model based on the training data
provided before the classification data has arrived. The author in [33] claims
that it should stick to one hypothesis covering the entire instance space. Due to
the construction of the model, “Eager Learners” have more training time and

have less time on making predictions, the author adds in [33].
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5.3.1.2.  Clustering Model

Clustering is a predictive analytics model that divides data into separate and smart
groups. Such data in the same group have similar attributes and assign them into clusters,

asitis said in [35].

According to the authors in [36], the main idea of clustering is to organize datasets
into clusters so that the items in a group are more similar to each other when comparing to

elements on different clusters.

Some use cases for Clustering, according to the author in [37], are as follows:

¢ “Recommender systems (grouping together users with similar viewing patterns

on Netflix, in order to recommend similar content).”

e “Anomaly detection (fraud detection, detecting defective mechanical parts).”

o “Genetics (clustering DNA patterns to analyze evolutionary biology).”

e “Customer segmentation (understanding different customer segments to devise

marketing strategies).”

An example of this model would be, as it is said in [38], let’s consider a dataset of
different types of fruits in a basket. So, we have a basket with different types of fruits such
as apples, pears, bananas, and lemons. Fruits are the data item in this case. The data
clustering process clusters or groups fruits of similar type from this dataset, an example

shown in Figure 11.
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Item| Feature | Feature | Feature
Type Color Weight
{Ounces)

Banana | Yellow 5.33
Apple Green 26

Banana | Yellow 511 =
Pear Green 2.1

- - -

Data Matrix O& & <l CTJ Cfr

usters C)‘
Re pEulsu;tﬂtiws %g Cf

Clusters

Data
Clustering

A B | P |-

Dataset

Figure 11. Clustering process example
Source: Retrieved from [38]

The initial step of the data clustering process is to transform the dataset into a
matrix, says the author in [38]. An option to model the above-mentioned dataset would be
as the rows represent the elements. In this case, fruits and columns represent the

characteristics of the elements.

For example, the characteristics of a fruit can be the type of the fruit as well as
price, weight, or color. In this sample data set, our item has three characteristics: type,

weight, and color.

As it is claimed by the author in [38], in most cases implementing the clustering
technique to a dataset as mentioned above allows us to: “Retrieve groups (clusters) of
similar items” and “Retrieve cluster representatives of each group.” And when we’re done

with clustering, our dataset will be organized and divided into natural groups.

Another example of Clustering, according to [31], would be if a company is thinking
of implementing a targeted marketing using this model of predictive analytics, based on
common features, they’ll separate customers into clusters and devise strategies for every

group at a larger scale.
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5.3.1.3. Forecast Model

Forecast Model is one among the foremost used predictive analytics model. This
model is mostly used to deal with metric value predictions. It guesses numeric values for

new data based on analytics from historical data.

So, this model can be used everywhere where numeric historical data is available,
says the author in [31], and gives some examples of in which situations this kind of

predictive analytics model can be used.

e “It can be used in a call center where they can predict how many calls they will

receive within an hour or day, and so on.”

e “It can be used in a shoe store where they can calculate the inventory, they need

to keep on hand in order to meet requests throughout a specific sales period.”

According to [39], there are 2 categories of Forecasting: Quantitative Forecasting

and Qualitative Forecasting.

Quantitative Forecasting: this includes consuming old data to give accurate

predictions and distinguish consonant patterns in sales data. Quantitative methods cover:

e Moving averages

e Regression analysis

e Exponential smoothing

e Adaptive smoothing

e Graphical methods

IMER ADEMI 34



Qualitative Forecasting: on the other side, “Quantitative Forecasting” is a personal
interpretation of data based on the ideas of market leaders and customers, claims the
author. Qualitative data is generally used when historical data is insufficient and is best

suited for small businesses. Qualitative methods cover:

e Delph method

e Expert opinions

e Market research

e Focus groups

e Historical analogy

5.3.1.4. Outliers Model

The Outlier model catches unusual data entries in a dataset. This model can detect
irregular data or records by themselves or in relation with other sections, as it is said in

[31].

This model is especially useful in finance and retail predictions. An example would
be when identifying fake transactions. Outliers model can estimate the purchase quantity
as well as some other information like the history of the purchased item, the location
where it was bought, also the nature of the purchase, for example, an $800 purchase for a
laptop can not be as misleading as a purchase on a bag of bananas of the same amount of

money.

As it is shown in Figure 12., the blue dots are close to each other, while in the other
side the two black dots are far from the others at the top right corner. Therefore, these

black points are outliers, according to [40].

IMER ADEMI 35



OUTLIERS H @

Figure 12. Outliers example
Source: Adapted from [40]

There are three main types of Outliers, claims the author in [40].

1. Point or global Outliers: if the data point values are outside the entire dataset,

2.

3.

it is considered as a global outlier. For example: student’s age in a class will be
approximately similar or the same, but if there is a record of a student with an

age of 100, it is an outlier.

Contextual or Conditional Outliers: If the value of a data point is significantly
different from the rest of the data points in the same context, it is considered a
context outlier. This means if the same value appears in different contexts, it

may not be considered an outlier.

Collective Outliers: if data points altogether deviate significantly from the
dataset, it is considered anomalous, but the values of each data point itself are

not anomalous in either global or contextual sense.
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5.3.1.5. Time Series Model

This predictive analytics model includes an order of data points taken using time as
the input parameter. It uses the data from last year to create a metric and predict the next

few weeks of data using that metric, claims [31].

Also, the author in [31] talks about the use cases of this model, he says that it can
predict the number of the calls made in every day for a few months in a row, how many
sales a company had last few months, or the number of patients that went to a specific
hospital in the last few weeks. It also takes under consideration seasons or events that

would impact the metric.

According to [41], a collection of data points that are assembled uniformly at time
intervals and classified in chronological order is called Time Series Data. And Time Series

Frequency is the time interval in which the data is collected.
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Figure 13. Time Series example graph
Source: Retrieved from [41]

The author gives an example of Time Series in Figure 13. above, it shows the
number of visitors per month to “Yellowstone National Park” with the avg. monthly
temperatures. The data ranges from the beginning of 2014 to the end of 2016 and is

collected every month [41].
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This predictive analytics model is an option beyond simple averages, with a higher

level of accuracy of understanding how a metric is changing over time, claims the author in

Predict binary outcomes \
Will this customer churn?

Will this loan default?

Forecast numeric value
Price for this product?
How long will this machine last?

Identify odd behavior
Is this transaction fraudulent?
Is this claim fraudulent?

Anomaly

Predictive problems

Group in to segments
Customer Segment for targeting
Patients segments for better care

Cluster

Forecast for next 5 days

Sales for the next 3 months?
# Customers for the next 5 days

Figure 14. Predictive Problems
Source: Retrieved from [31]

5.3.1.6.  Association Rule Discovery

In the last decade, “Association Rule Discovery” has become a central topic in data
mining. Due to its wide applicability, it has attracted more attention. “Association Rule
Mining” is generally done in the generation of frequent itemsets and rules, and many

researchers have proposed several effective algorithms as well [42].

According to [43], “Association Rule Discovery” is typically a data mining method
used to explore and interpret large sets of transaction data to identify unique rules and
patterns. Those patterns represent interesting connections and cooperation among various
elements through transactions [43]. Additionally, association rules discovery is often
referred to as “market research,” which can be used to analyze the buying habits of
customers. Association rules can help identify and predict the behavior of the transaction
based on information obtained from examining transactions that use useful properties. So,
this method enables us to know some things like, for example, which product the buyer will

buy together with another product, representing common groups of goods [43].
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Numerous techniques have been established to measure the “interest” of the

n u

“Association Rule Discovery.” Three common methods are: “support metric,” “confidence

metric,” and “lift metric.” [44].

Support: This metric shows us the popularity of a set of items or about frequently
purchased items or item combinations so that we can filter out less frequent items [44]. In
Figure 15. we can see that the “support of apple” is 50% or 4 out of 8. Also, itemsets can

contain more elements for example, the support of “Apple, Beer, and Rice” is 25% [45].

Support {@} = %
Transactionl | @ v _ %
Transaction2 | @ v
Transaction3 | @ 1
Transaction4 | @
Transaction 5 B A
Transaction 6 -
Transaction 7 i
Transaction 8 @

Figure 15. Support Metric
Source: Retrieved from [45]

Confidence: This metric shows how often items “x” and “y” appear together or, with other
words, how likely will item “y” be bought when item “x” is bought [44] [45]. In Figure 16.

we can see the “confidence of apple -> beer” is 75% or 3 out of 4.

Support {@, ¥ }
Support {@}

Confidence (@ > 9} =

Figure 16. Confidence Metric
Source: Retrieved from [45]
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Lift: This metric shows the strength of a rule over the casual event of “x” and “y”, so
the strength will be higher if the “Lift” is higher [44]. In Figure 17. we can see that the “lift

of apple -> beer” is one which indicates there is no association between these two items.

o, n

So, if it’s higher than one, it means that this item “y” is more likely to be purchased,
and if It’s less than one, it means that this item is less likely to be purchased alongside the

“x” item [45].

Support {@, ¥}
Support {@} x Support { ¥}

Lift {@ > W} =

Figure 17. Lift Metric
Source: Retrieved from [45]

5.3.2. Top Predictive Algorithms
5.3.2.1.  Random Forest

According to [31], the Random Forest Algorithm is the most popular algorithm, also
it is capable of both classification and regression. Moreover, it also can deal with and
classify accurately large amounts of data. This algorithm is a combination of more decision
trees, and in fact, this is the reason why this algorithm is named Random Forest, claims the

author in [31].

According to [46], the Random Forest is a learning method that works by building
multiple decision trees. And the final decision is chosen by the random forest based on the

majority of the trees.

’ Final Dacision
Deciskon Tree 1
. @ &

Outpuit 1

#
Diecision Trea 2
Output 2
>
Deecislon Tree 3 ‘
Random Forest

Output 3

Mapority

Figure 18. Random Forest example
Source: Retrieved from [46]
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The algorithm used by Netflix to recommend movies is an example application of
the Random Forest model. Finds people with similar tastes for movies and then
recommends movies to them in this way. It uses randomness to remove outliers and

prevent incorrect answers from being submitted, claims the author in [47].

Predictive analytics algorithms attempt to reach the lowest error possible by either
using “boosting” or “bagging”. Boosting is a technique that does the analysis based on the
last classification. Bagging, on the other hand, generates subsets of data from examples
picked randomly with replacement, so this method is used by Random Forest. An example

of a Random Forest is shown in Figure 18.
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Figure 19. Random Forest Algorithm
Source: Retrieved from [31]

According to the author in [31], these are some advantages that make Random
Forest so popular:

e “Itis very efficient as well as accurate when running on large databases.”

e “Without removing any variable, it can process thousands of input variables.”

o “Multiple trees lower the inconsistency and bias of a smaller set or single tree.”
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e “For guessing missing data, it offers effective methods.”

o “Still keeps its accuracy even when a huge part of data is missing.”

e “Guesses which variables are important in classification.”

o “Resist to overfitting.”

Despite these advantages, the Random Forest algorithm also has some

disadvantages, claims the author in [48].

e “Alot of computing power and resources are required because it has to build

many trees to combine their outputs.”

e “Since many decision trees are combined to determine the class, a lot of

training time is required.”

o “Due to the set of decision trees, interpretability is also problematic and does

not determine the significance of each variable.”

5.3.2.2. K-Means

According to [31], K-means is a viral and fast algorithm that involves placing

unlabeled data points into distinct groups based on similarity.

This algorithm is used in clustering models. The author also gives an example of how
this algorithm works: Arben and Ariana are in the first group, and Adrian and Haris are in
the second group. This is because the characteristics of Arben and Ariana are so similar, but
the characteristics of Ariana and Adrian are different. K-means tries to find out the

common characteristics and put them together in the same group.

This is especially useful when we have an extensive data set, and we want to

implement a custom plan, which is really hard to do for millions of people.

IMER ADEMI 42



Component 2

Component 1
Figure 20. K-means Algorithm
Source: Retrieved from [31]

According to [37], K-Means Clustering is a method of dividing data points into

groups or “clusters” categorized by their midpoints or, as it's called, “centroids”.
The author gives an example of how K-Means Clustering works:

1. First, we should select the number of clusters (K) that we want to identify. Let’s

select K=3.

2. Then we randomly generate “K” points on the chart. These will be the

midpoints of the initial cluster.

3. Then we measure the distance between centroids and data points and assign

data points separately to their closest centroids and matching cluster.
4. Then recalculating centroids of each cluster is needed.

5. Finally, we should repeat steps 3 and 4 to reassign data points to clusters based

on the new midpoint locations. We should stop either when:

a) If the midpoints have been stabilized (if no data points are reassigned

after completing the computation of the midpoints of a cluster).

b) If it has reached the predefined max number of iterators.
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Figure 21. Three iterations of K-means clustering (example)
Source: Retrieved from [37]

5.3.2.3. Generalized Linear Model

The Generalized Linear Model is farther sophisticated variant of the General Linear
Model. It requires the last model to compare the effects of multiple variables on
continuous variables and then extract the "best fit" model from a set of matrices

distributed differently, adds the author in [31].

The author gives an example for this model: Person X wants to know how customers
buy winter coats. Regular linear regression can indicate that 300 winter coats were bought
for every negative temperature difference. So, if it is lowered from 9 degrees to 3 degrees,
it seems like another 2000+ coats can be sold, which seems relevant, but if the
temperature is lowered to under twenty degrees, it is less relevant if the amount grows to

specifically the same degree.

The generalized linear model will reduce the list of variables, which may indicate
that sales will grow when a certain temperature is exceeded, and sales will reduce or

stabilize when another temperature is approached.

There are three components to any GLM, according to [49]:

e Random Component: represents the probability distribution of the response
variable (Y). E.g., the normal distribution of Y in linear regression or the
binomial distribution of Y in the binomial logistic regression [49]. It is also

known as the error model. How to add random errors to the predictions?
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e Systematic Component: identifies the descriptive variables such as (X1, X,..., Xk)
in the model. More precisely, their linear combination in generating the so-
called linear predictor, for example: B; + Bix1 + Baxz as it is in linear

regression [49].

e Link Function § or g(u): represents the relationship between random and
systematic components. It illustrates the relationship between the estimated
rate of the response and the linear predictor of the descriptive variable, for
example: n = g(E(Y;)) = E(Y,)) for linear regression, or n = logit(w) for

logistic regression [49].

The main benefit of this algorithm is its quick learning ability. The response can be
any form of exponential distribution. The GLM can also handle batch predictions, and they
are relatively easy to interpret. In addition, it provides a clear understanding of each of the
predictors and is somewhat resistant to overfitting. However, to do so, we need a relatively

large data set, adds the author.

5.3.2.4.  Gradient Boosted Model (GBM)

The Gradient Boosted Model, before generalization it creates a prediction model
consisting of a set of decision trees. As the name suggests, it uses “boosted” machine
learning techniques instead of the bagging that was used by Random Forests, according to

[31].

The distinctive feature of GBM is that it only builds one tree at a time. Thus, each
new tree helps to correct the mistakes made by the previously trained tree, which is
different from the “random forest” model, in which trees have no relation. Similar to the
Yahoo and Yandex search engines that often use this technique for machine-learning

rankings, as it is claimed in [31].
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Figure 22. Gradient Boosted Model Implementation
Source: Retrieved from [31]

Gradient boosted model involves three elements, according to [50]:

e Loss Function (to be optimized): this function varies on the kind of the issue
being solved. As the author says in [50] it should be distinguishable, but
numerous standard “loss functions” are supported so we can define our own.
E.g., classification can use logarithmic loss, and on the other hand, a regression

can use squared error [50].

e Weak Learner (to make predictions): in the Gradient Boosted Model, decision
trees are used as weak learners. As the author says in [50] precisely, the
regression trees are used to generate the actual value of the division, its results
are grouped, letting the following model results to be included and fix the
residues in the prediction. They are greedily designed, choosing the best split
point based on purity score (E.g., Gini) or minimize loss. Extremely short
decision trees called “Decision Stump” were used that only had one split. Larger
trees can be mostly used with 4-8 levels. “Weak Learners” are often limited in
some ways, e.g., the max number of layers, as well as nodes, leaf nodes, or

splits, to ensure that learners remain weak but can be built greedily [50].

e Additive Model (minimize the loss function): in this model, trees are being
included one by one while the current ones are not modified. When adding

trees to minimize the loss, a gradient descent procedure is used. “Gradient
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Descent” traditionally is used to reduce a set of params. Weights are updated to
minimize errors after the calculation. Instead of parameters, there are decision
trees. After calculating the loss, it's needed to add trees to the model to
perform the gradient descent model and reduce the loss. To do so, it needs to
create the parameters of the tree, change the parameters on the tree and

move them in the correct direction [50].

5.3.2.5.  Prophet

Prophet Algorithm is an algorithm developed by Facebook for internal use by their

company. It also is used in the time series and forecast models as well.

This algorithm is very useful for capacity planning, such as allocating resources and
establishing sales objectives. However, this process is difficult to automate due to the

inconsistent and inflexible level of performance of fully automated forecasting algorithms.

On the other hand, manual forecasting requires the work of an experienced analyst,

the author claims in [31].

Sum Y

2012 2013 2014 2015 2016 2017 2018 2019 2020

Ds Time Intervals
Historical Probability Range Predicted

Figure 23. Prophet Algorithm
Source: Retrieved from [31]

The prophet algorithm was flexible enough to consider useful heuristics and
assumptions. The speed, stability, and reliability of this algorithm for working with
disordered data have made it a successful alternative to time series and forecasting
models. Other analysts find it very useful as well.
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5.3.2.6.  Apriori Algorithm

Back in 1994, to find frequent itemsets for the “Association Rule,” “R. Agrawal and
R. Srikant” proposed the “Apriori Algorithm.” Why it's called the "Apriori Algorithm”? So,
because it uses prior knowledge of the props of frequent groups of items. Then, an iterative
method or step-by-step search is applied, where k sets of frequent elements are used to

find k + 1 itemsets, says the author in [51].

According to [52] [44], they say one of the most significant Data Mining difficulties
nowadays is searching and finding frequent patterns in datasets. Thus, the Apriori
Algorithm comes into action using “frequent itemsets” to generate association rules and

complete this task with success.

As it is said in [53], there are several ways to perform Association Rule Discovery,

and the Apriori Algorithm is the simplest and most direct approach.

The author also says that the main idea of Apriori is: “All non-empty subsets of a

frequent itemset must also be frequent.”

Found to be
Infrequent

Pruned
supersets el Pt R

Figure 24. Dataset illustration for applying Apriori Algorithm
Source: Retrieved from [53]

The author explains how the technique used in the dataset above (Figure 24.) for
illustration is actually working. They say that it is a bottom-up approach. It starts with each

item in the group. The candidates are then generated by the self-join function. The length
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of the set of elements extends one by one or, in other words, one step at a time. Subset
testing is done at each level and removed or cleaned up item sets that contain infrequent
subsets. The process is repeated until we no longer get successful itemsets from the data

[53].

The official pseudocode of the Apriori Algorithm:

o Lk: frequent k-itemsets, satisfy the minimum support

e Ck: candidate k-itemsets, possible frequent k-itemsets

L1 = { frequent 1 — itemsets};

for ( kK = 2; Lk1 != 0; k++) do begin
Ck = apriori — gen(Lk-1);

foreach transaction t eD do begin

Ct = subset(Ck, t)

foreach candidate c eCt do

G- count+e:

end

Lk = {c eCk | c.count >= minsup}
end

Answer = wklLk;

Official pseudocode of Apriori
Source: Adapted from [53]

And here, we have the author's version of the above official pseudocode in an

easier way to understand.
L[1] = { frequent 1 - itemsets };
for (k = 2; L[k - 1] '= @; k++)

Clk] = getUnion(L[k - 11)

Clk] = pruning(CI[k])

L[kl = getAboveMinSup(C[k], minSup)
end

Answer = Lk(union)

Easier way of official Apriori pseudocode
Source: Adapted from [53]
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So, finally, if we simulate the algorithm in our head and implement it with the

example below given by the author in [53], he claims that it should be very clear.

Miniy sUPPOE 0% (6.0, 208l [HE—7E cont-6om

Database TDB (@ remset  sup NN wemset  Sup |
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Figure 25. Implementing Apriori Algorithm in a Database table
Source: Adapted from [53]

5.4. Conclusion

To conclude, we will model and design our system to have support for classification,
recommendation, and clustering, and the reason for this is because our application will be
a data-driven mobile platform that would allow service providers to connect with
customers. The data generated from this application will be used to analyze the needs of
the market, and data will be modeled for developing predictive methods. Also, the data
gathered will be designated to support classification techniques that will be used to

improve the system using recommendation techniques.
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6. Database Design

According to [54], entity-relationship diagrams (ER Diagrams) are graphical

representations of information systems that show the relationships between people,

objects, places, concepts, or events in that system also provide a visual starting point for

database design.
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Figure 26. Entity-Relationship Diagram
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The E-R Diagram above in Figure 26. with nine tables and relationships between

them, shows the general structure of our database.
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Provides Relationship: is a M:1 (many to one) relationship where a Service Provider

can provide one Service and the same Service can be provided by many Providers.

Service Helper Relationship: is also a M:1 (many to one) relationship that acts as a
helper between Service and ServiceType tables. Where a Service can have one Service Type

and a Service Type can be related to many Services of the same category.

S.P. booking Relationship: is a 1:M (one to many) relationship where a Service
Provider can have many bookings, and a specific booking can be related to only one Service

Provider at a time.

Cust. booking Relationship: is also a 1:M (one to many) relationship where a
Customer can book many service providers, and a specific booking can only be related to

one Customer.

S.P. Helper Relationship: is a 1:1 (one-to-one) relationship that acts as a helper
between the User and Service Provider tables. In the User table, we store general user

(service provider) data.

Customer Helper Relationship: is a 1:1 (one-to-one) relationship that acts as a
helper between User and Customer tables. In the User table, we store general user

(Customer) data.

Score Relationship: is a M:1 (many to one) relationship where a Service Provider
can have only one score value and the same rating score value can behold by many

different Service Providers.

User Score Relationship: is a M:N (many to many) relationship where a user or

Customer can give many ratings and a rating value can be given by many different users.

Offering Service Relationship: is a M:N (many to many) relationship where a user
can have many offered services by the app, and many services can be offered to many

users at the same time.
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Offered Service Relationship: is a M:N (many to many) relationship where
Service_offered table can have many services and many services can be offered to many

clients simultaneously.

Grouping Relationship: is a M:N (many to many) relationship where a user can

show up in many similarity tables, and Similarity_table can have many users in one group.

6.2. Database Structure for Recommendations

For recommendation purposes, we will use the Apriori algorithm. As discussed
earlier, Apriori needs itemsets which are then filtered to frequent itemsets, and upon

them, we can generate rules of the type A=>B.

In the traditional approach, Apriori is used for market basket analysis. In our case,
the products offered are services to our clients. We assume that some of these services can
be used jointly or even affect one another (causation). E.g., a client might need drywall

services, and after that, he can request a painting service.

To support frequent itemsets in our database, we propose the following design:

Services_offered(ld:int, ServicelD:int, date_offered:datetime, client_id:int)

Here, each service that was used by a client will be recorded. As such, we can

generate itemsets by just querying this table:

SELECT service_name FROM services_offered GROUP BY client_id

Different database management systems offer support for such queries, notably

SQL Server provides the COALESCE keyword, MySQL also offers COALESCE, etc.

Plumbing, drywall, painting, 3
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6.3. Database Structure for Clustering Support

When clustering information, it is important to have a method to calculate
distances. Therefore, some kind of numerical measure is to be used. An example of
clustering would be to group similar customers together. This would allow us to improve

recommendations and provide the so-called collective intelligence recommendation.

Similarly, to the Apriori algorithms, with the difference that this approach tries to
detect similar users and groups them together. The database design, in this case, can be

solved by just querying the previously designed table. The results we want are:

Client Service_1 Service_2 Service_3
1 Yes No No
2 No Yes No
3 Yes Yes No

Having this table, we can generate similarity measures using Simple Matching
Coefficient or Jaccard Distance. The result would be a new distance table that should be

updated often and kept in the database for future querying:

Client_1 Client_2 Client_3
Client_1 0 0,3 0,2
Client_2 0 0,4
Client_3 0
0

To design this table, we use the following structure:

Similarity_table(id, first_client_id, second_client_id, distance)

As such, querying this table for similar clients would be as simple as:

SELECT TOP(10) first_client_id, second_client_id FROM similarity_table WHERE
first_client_id = [SOME NUMBER] ORDER By distance DESC
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7. Application Design

Our application is developed using React Native, which is a framework for building
cross-platform apps using JavaScript. Although it is a relatively new framework created in

2015 by Facebook, it is a trendy and robust framework.

Some of the pros of React Native are that it provides cross-platform app
development, offers faster development, costs less because it's not needed to hire two

groups of developers to create separate apps for Android and iOS, etc.

As can be seen down in Figure 27. we have three basic screens for “Login,” “Create
account,” and “Forgot password.” When a user wants to create a new account in the app,
the user type must be selected. It is for determining whether the user is a “Customer” or a
“Company” and based on the user type, other fields appear. If users forget their password,

they can reset it by entering their login email and receive a password reset link.

9:41 all F == 94 all ¥ - 9:41 all ¥ ==

C C < Sign In Password reset

?
Login Create account Forgot password?

Enter your email to get a link to reset your
Welcome back. Sign in to continue New here? Start with creating a new account password

Customer @ Company O

Forgot password?

\gree with our Terms and Conditions

“
Continue
Don't have an account? Create account Already have an account? Sign In

Figure 27. Login, Create account, and Forgot password screens
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Following six screens are how the app looks like when a “Company” user enters the
app. The first screen that will appear when a user signs in is the “Home screen,” as shown
in Figure 28. Here the user will see new job requests that they have as a company. The next
screen is the job requests detail screen. Here the company user can see the customer’s
message, requested time/date, and the customer’s location. The company user can edit the

requested date, accept the request, and decline it.

94 all = == 9:41 all F .
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Figure 28. Company home screen (new requests and request details)
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In Figure 29. down below, we can see the “Active Jobs” tab. Here are the jobs the
company user has accepted. If the job is done, the company enters that row that will lead
to a details screen, as shown in the second screen of Figure 29. where they can see
customers name, message, time/date, and their location. There also is a “Done” button at

the end where the company can end this job after finishing it.
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Figure 29. Company active jobs (accepted jobs and job details)
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In Figure 30. are two screens of the last tab, “Profile.” Here in the profile tab, users
can upload or update their profile image and see some basic information about them like
the occupation, city, and country. In addition, the rating number of the company is shown
here alongside some statistics like finished jobs, active jobs, profile views, and how many
times they have been rated. Here the company user also has some settings like allowing
the app to use their location and to send them notifications. Also, here they can read about
the terms of service and contact the support team for an issue. And at the bottom of this
screen, there are two buttons, “Logout” and “Edit Profile” buttons. Edit profile is a screen
where company user can edit their information and/or change their existing password, as

we can see in the second screen in Figure 30.
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Figure 30. Company profile (profile and edit profile)
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Following screens are how the app looks like when a “Customer” user enters the

app. The first screen that will appear when a customer user logs in is the “Home screen,” as

shown in Figure 31. Here the user can see “Active” appointments or bookings that they

have made. Below that, they have the “Suggestions” section. These are suggestions made

automatically by the app using recommendation techniques and methods developed for

prediction.

In the next screen, customers can see their active or ongoing job request in detail

and the “Finish” button to finish the actual ongoing activity. The third screen is to rate the

company or worker. This screen appears when customers tap on the “Finish” button, which

means the job is completed.
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Figure 31. Customer home screen (active bookings and suggestions, job/worker details, and rating)
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In the second tab, “Customer users” can find the “Services” screen where all types
of services are listed, as shown in Figure 32. The second screen shows when a user enters a
service category. In this screen, the customers can see a list of service providers with some

information like their occupation, city, and rating.
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Figure 32. Customer services screen (services list and service providers list)
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The following two screens shown in Figure 33. are about making an appointment or
booking a service provider. The first screen shows up when a customer taps a service
provider row in the service providers list. On this screen, customers can show details about
the service provider. For example, their rating, company name, phone number, city, their
work time, and the address. At the end of the screen, there is a button called “Proceed,”
after tapping that customer goes to the second screen where they can write about their
problem or need, select the time that suits them better, and choose their address. Finally,

after tapping the “Finish” button, the request goes to the service provider.
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Figure 33. Customer services screen (service provider details and making an appointment)
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Last but not least, in Figure 34. are shown two screens of the customer’s profile. In
the “Profile” tab, customers can upload or update their profile picture. Also, there are
some statistics exhibited like all-time bookings of the customer, active bookings, and how
many times they have rated others. Also, here the customer has some settings like allowing
the app to send them notifications and use their location. They also can find the terms of
service and support pages in this tab. And there are two buttons, “Logout” and “Edit
Profile,” at the bottom of the screen, same as for “Company” user. Edit profile is a screen

where customers can edit their information and change their existing password.
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Figure 34. Customer profile screen (profile and edit profile)
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8. Conclusion and Future Work

The main idea was to build an app that will act as a hub for both service providers
and customers in North Macedonia. This app will allow service providers to provide
numerous services to clients and help them grow their business and have easy access to
new customers. On the other side, customers, especially new generations that have trouble
finding service providers or even if they are living in another city, can find the right service

provider for their problem with not much effort just through one app.

So, this app will be a huge advantage for the students as well. If we think of ones
that live in another city during the studies, they probably will face difficulties finding service
providers and will lose too much time searching through web. Our app will be a perfect

solution for them and even the locals that need this kind of help.

Since our app is a data-driven app, we modeled and designed our system to have
support for classification and recommendation. The data gathered from the app will be

used to analyze the market’s needs and will be modeled for developing predictive methods.

The app is developed using React Native which is an open-source JavaScript
framework and the reason we went this way is because it provides cross-platform app

development, offers faster development, costs less, etc.

For further advancing our app, we will designate the gathered data to support
classification techniques that will be used to improve the system using recommendation

techniques.
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